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Abstract
As virtual content continually grows in quantity and quality, new challenges arise.

Amongst others, generating and manipulating 3D shapes and animations have become
intricate tasks. State of the art methods attempt to hide this complexity through complex
tools, which exploit content semantics for running optimization procedures, yielding
constraint matching outputs. However, the control offered by such methods is often
indirect, object-specific, and heavy, which imposes long trial-and-error cycles and restrains
artistic freedom.

The focus of this thesis is twofolds: First, improving user control through interactive
and direct content manipulation; Second, enlarging the spectrum of manipulable content
with innovative or generic content representations.

We introduce three new mehods related to 3D shapes design: A part-based modeling
tool allowing to generate assembly shapes with semantic adjacency constraints; A painting
tool for distributing objects in a 3D scene; And a grammar-based hierarchical deformation
paradigm, enabling the interactive deformation of complex models. We also propose two
methods related to the design of animated contents: A vectorial editing tool to synthesize
consistent waterfall scenes; And finally a sculpting method enabling to design new liquid
animation from examples.
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Résumé
L’accroissement de la demande en contenu virtuel, tant en termes qualitatifs que

quantitatifs, révèle de nouveaux défis scientifiques. Par exemple, la génération et la
manipulation de formes 3D et d’animation sont particulièrement difficiles. Les méthodes
modernes contournent ces difficultés en proposant des approches basées sur des algorithmes
d’optimisation. Ces derniers utilisent des connaissances a priori sur les données à manipuler
afin de générer de nouvelles données satisfaisant des contraintes dictées par l’utilisateur.
De tels outils présentent le désavantage d’être indirects, coûteux, et non génériques, ce qui
limite la liberté artistique de l’utilisateur en le contraignant à de nombreux essais.

Les objectifs de cette thèse sont pluriels. D’une part, elle vise à améliorer le contrôle
de l’utilisateur en proposant des méthodes de manipulation interactives et directes. D’une
autre, elle cherche à rendre ces méthodes capables de manipuler des contenus plus variés
en proposant des outils novateurs et génériques.

Plus précisément, cette thèse introduis trois méthodes de modélisation d’objets 3D. La
première est une méthode basée exemple de génération d’objets composites caractérisés par
l’adjacence de leurs sous-parties. La seconde propose une interface de types “peinture” pour
décrire les distributions d’objets dans une scène 3D. La troisième étend le principes des
grammaires génératives à la déformation d’objets hiérarchiques. Nous proposons également
deux méthodes de modélisation d’animation. La première offre de modéliser des scènes
naturelles de cascades grâce à des contrôleurs vectoriels. La seconde permet de sculpter une
animation de liquide en manipulant directement ses éléments spatio-temporels saillants.
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1.1. WHAT IS VIRTUAL CONTENT?

Recent years have seen the emergence of digitization as a major change in our
customs: communication, entertainment, access to information and consumption
have been impacted at large extends. One of the facets of this major trend is the

increase in the demand for virtual content.This chapter explains the challenges of virtual
content design, and relates those challenges to the contributions of this thesis.

1.1 What is virtual content?
In our context, we call “virtual content” the data used for representing objects and

scenes in computers. It is the main data considered in the Computer Graphics field. This
section describes the contexts in which this content is used, how it is represented, and the
different ways to create it.

1.1.1 Uses
Virtual content aiming at describing object geometry was first developed in the domain

of Computer Assisted Design (CAD), as for instance in the work of ? for the design of
smooth curves and surface. 2D data such as Bézier curves are easily represented on a
standard display such as a screen. When given 3D data, it is natural to try to visualize
them as well. Visualization consists in transforming 3D data into 2D images. This can
be performed using various methods, such as rasterization or ray tracing for example.
This transformation can be done for two purposes: better understanding the underlying
data, or actually getting images. The first setup is known as scientific visualization. It
aims at representing data such that some underlying structure or associated phenomenon
may appear in the clearest and most comprehensive way. It may be used for instance
in cases where 3D data are dense and intricate, such as medicine or geography; or when
it is not possible to see it directly, as the data produced by an electron microscope or a
multi-spectral telescope. Note that in scientific visualization, the core structure is the
original data, not the resulting image, therefore any modification of the data should be
avoided to preserve its accuracy. In contrast, the second setup – which I call entertainment
visualization – aims at producing the image in itself, not at understanding a specific
phenomenon. This resulting image should be pleasant for the viewer, be plausible when
depicting a real phenomenon, or may even drive an artistic concept. Computations may
need to be interactive when dealing with creation interfaces, games, or navigation for
instance. To achieve such goals, data may need to be adapted and modified before the
rendering step. Note that entertainment visualization is widely spread in the special effect
industry, in the area of computer-animated films, and in video games.

If not for visualization, 3D data also find their place in industrial applications such
as architecture, serious games, and mechanical design. These contexts require virtual
content to describe not only the shape of objects, but also other properties such as
the constitutive materials and their mechanical behaviors. These data are used within
numerical simulations, which virtually reproduce the evolution of the model under given
laws prescribed by other scientific fields (e.g. mechanics). Such simulations yield results
which are transposable to real objects, such as physical stress resistance.

Nowadays, real-time imaging and simulation capabilities allow interactive applications
such as surgical training. This speed allows for even more intricate real-virtual relationships:

2



CHAPTER 1. INTRODUCTION AND MOTIVATIONS

For example, augmented reality allows to interleave on-the-fly video streams with specific
data. Such techniques are used many different contexts from video games (see Niantic
(2016) for example) to medical intervention assistance (see Manescu et al. (2013) for an
example of VR-assisted hadron therapy).

Fast 3D content acquisition technologies such as LIDARs allows to create virtual content
from real world scenes at interactive rates. Such advances benefit previous applications
and open new ones: For instance, it enables embedded computer systems to use a virtual
representation of the world surrounding them. This permits such systems to interact with
their environment for example by grasping objects or planning routes. This allows robots
to be autonomous, as in self-driving cars (Lee et al. (2014)) or UAV (i.e. drones, see
Tisdale et al. (2009)).

Finally, real objects can also be created from virtual content directly, for instance
using 3D printing technology. Such techniques are particularly well adapted to per-unit
production scenarios such as prosthetics fabrication, as explained by Rengier et al. (2010).

Scope of this thesis. This manuscript primarily focuses on virtual content creation
for entertainment visualization. More precisely, it describes several methods aiming at
facilitating the generation of virtual content from an artistic stand point. This means
that the virtual objects we will be manipulating are not associated with real object – as it
would be the case for CAD for instance.

Although this context partially frees us from accuracy and realism constraints, an
object model should still convey the “idea” that its creator (the 3D artist) intended. For
example, considering the model of a real-life object, some constraints have to be respected
for it to “look like” what it represents. This notion is further explored in Section 3.1.1.
Besides, other constraints should be taken care of: Methods described here should be
interactive and allow for very different object representations and interaction modes.

Now, let us see how virtual content is represented.

1.1.2 Data representation
The “virtual content” described in the previous section is a very general notion, since it

fits the needs of different applications. Even when designed for entertainment visualization
only, such data may represent various properties: surfacic appearance, shape, or motion
for instance.

More precisely, surfacic appearance models (such as BRDFs) belong to the sub-field
of rendering and are out of the scope of this thesis. We will instead focus on shapes
and motions, which are themselves wide notions and can be represented using different
structures: Shapes are often represented as polygonal meshes, sometimes associated with
a subdivision scheme, but other useful structures exist such as implicit surfaces, NURBS,
or height-fields; Motion data is most of the time encoded as animation curves prescribing
changes over time of appearance or shape model parameters, up to a whole new model at
each time step.

In the remainder of this thesis, we will not focus on data representation, except when
it is necessary to the understanding of the contribution. Besides, most methods presented
in this manuscript leverage object semantics in order to offer ways of interacting with its
representation. Semantic data can usually be represented as tags associated to objects or
object parts. It is generally added as a post-process on top of geometrical or animation

3



1.2. WHY IS 3D SHAPE CREATION A HARD TASK?

data. Semantic data inference is out of the scope of this thesis: In the following, unless
stated, we assume that semantic information is provided as part of the input data used by
the presented methods.

Let us now investigate the process of virtual content creation.

1.1.3 Creation
Virtual content creation is usually performed by skilled professional artists using

modeling software such as Maya (2016), ZBrush (2016), BlenderFoundation (2014), or
Neobarok (2016). Such software usually offer two main features: primitive insertion tools
and shape modeling tools. Primitive insertion tools propose to add a pre-defined object
model into the scene: for example canonical solids (e.g. platonic polyhedron, spheres, cones,
or cylinders), or procedurally generated content (e.g. l-systems for plants or parametrized
human models). Shape modeling tools enable artists to modify a shape in various ways,
such as: picking an object subpart, affine transforming the selected parts, subdividing,
smoothing, or assembling it with other shapes.

In practice, artists start by identifying mentally a shape to obtain, and might create
some sketches for prototyping their creation. This goal can be fuzzy, allowing for artistic
leeway; or precise, leaving no room for inaccuracies. In both cases, artists decide what
primitive to start from, and what chain of edits will lead them to their goal given the
editing tools they have. The first result is then matched against artistic requirements (e.g.
“This fish should look more aggressive”). This will lead the artist to identify modifications
on the shape (e.g. “Teeth should be bigger and eyes smaller”), and produce a second
version of it. This iterative process is repeated until the result converges to a state where
artistic requirements are matched.

In summary, the characters and the sceneries used in virtual worlds need to carry an
emotional charge. It might be clear from the beginning that a character must look mean,
the practical appearance of this character emerges through several iterations. The output
of a production iteration might even influence the actual goal by modifying the initial
requirements. Hence artistic content creation is not a linear process.

Starting from this assessment, this thesis presents contributions aiming at eas-
ing the artistic creation process. We propose methods for handling virtual content
directly while making abstraction of its complexity. They enable artists to favor expres-
siveness over handling technical requirements inherent to virtual content manipulation.

1.2 Why is 3D shape creation a hard task?
What remains hard is modeling. The structure inherent in three-dimensional

models is difficult for people to grasp and difficult too for user interfaces to reveal
and manipulate. Only the determined model three dimensional objects, and they
rarely invent a shape at a computer, but only record a shape so that analysis or
manufacturing can proceed. The grand challenges in three-dimensional graphics
are to make simple modeling easy and to make complex modeling accessible to
far more people.

— Robert F. Sproull (1990)
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Two and a half decades after this observation, numerous research papers in Computer
Graphics still start by stating that 3D modeling is a complex and intricate task. Despite a
recent popularization, this task is indeed reserved to skilled artists in industrial contexts.
Such professional have learned to handle complex 3D creation softwares. As stated before,
even skilled artists need time to create a shape, and several shape creation or modification
iterations are needed for converging toward a requirement-matching result. This makes
3D models creation (as well as other types of virtual content) a costly task in a production
budget (e.g. a special effect sequence in a film).

But what makes this task so difficult? Indeed, building a 3D model means setting the
parameters of a virtual object representation. As discussed in the previous section, various
structures are available for representing a same object (e.g. mesh or implicit surface).
However, choosing a representation is not a practical difficulty since most of modeling
software impose a given structure and/or propose efficient conversions from one to another.
This section investigates the challenges of 3D shape creation and relates them to the notion
of shape space.

1.2.1 Size of virtual objects
As stated earlier, the most popular structure used for representing virtual objects is the

mesh. A mesh is a piece-wise planar surface approximation over polygonal regions (usually
triangular or quadrangular). It is usually defined as a list of 3D coordinates representing
the positions of the polygons’ vertices, and a list of indices representing the adjacency of
vertices within polygons. Vertices and faces are called mesh primitives;

Let O be an object of size L, and λ be the mean shortest distance between small-scale
details on the surface of O. The surface of O can be decomposed in non-overlapping
regions {pi} containing a single small-scale detail. There is an order of magnitude of

(
L
λ

)2

such regions, each having a surface of λ2.
LetM be a mesh representing O with N vertices. According to the Nyquist-Shannon

theorem, each small-scale patch pi must be sampled with at least two vertices. This yields
that N > 2.

(
L
λ

)2
. Note that for aesthetic reasons (such as representing curved areas

without angles), the actual number of vertices in a mesh is usually much higher than this
theoretical lower bound. Still, this gives an idea of the size of a mesh in terms of number
of vertices.

Virtual worlds often reproduce real world features, including terrains, characters, and
buildings. Such objects have big scale ranges, i.e. have big L

λ
ratios. Accordingly, meshes

representing such object will have large numbers of vertices, increasing quadratically.
Lots of vertices means lots of 3D coordinates to set for the artist creating the mesh.

The complexity of the 3D shape creation task can partially be explained by this great
number of degrees of freedom in the model. Luckily, editing tools allow to simplify this
task by allowing to modify several degrees of freedom at once: proportional editing, virtual
sculpting, adaptative sampling, and texture-based displacement map are some examples.

Still, these tools rely on the artist performing per-primitive edit operations. For this
reason, high quality meshes keep requiring lots of efforts.
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1.2.2 Shape space versus mesh space
Given two shapes, any human can assess their visual similarity. This gives the intuition

that a metric space for shapes does exist. We call this space the shape space. Any concept
– e.g. “fish” – can be identified with a subset of the shape space where shapes are identified
as fish shapes by a human. The more precise the concept – e.g. “tuna” – the smaller the
subset (in the sense of set inclusion). The notion of shape space is very close to Plato’s
theory of Forms (see Carpenter and Fine (2008)).

The problem with the shape space is that it fully relies on human subjectivity for its
definition. As a result, each human has its own shape space, which might look alike on a
coarse scale (all fish have fins) but might differ on details (marine biologists might have
richer and more precise ideas of how fish shapes are than the average human). Besides,
if shapes can exist in the human mind, they have no unique or natural (i.e. human-
independent) representations. That is the work of the artist to transform a concept into
an actual shape representation, using their own shape space and shape representation
creation skills. These two attributes may qualify the style of the artist.

Given a representation structure – mesh for instance – we can define a representation
space – a mesh space – of all possible representations. Note that the mesh space defined
here is similar to the “shape space” introduced by Kilian et al. (2007) but without fixing
the mesh topology.

The mesh space is human-independent, quantifiable, and more importantly it can
be mapped onto the shape space, constituting a practical interface to it. However, this
mapping is only injective: a single shape can have very different representations, as shown
in figure 1.1.

(a) (b) (c) (d)

Figure 1.1 – Different meshes can represent the same shape. Here the same sphere (a) is
represented through a UV tessellation (b), an icosahedron subdivision (c), and a cube-marched
spherical implicit field (d).

There are various explanations for the above discrepancy. Given a shape, different tes-
sellations are possible, which all have their benefits. For example: quad-based tessellations
are better suited to skinning animation, triangle-based tessellations are more generic. Even
inside each tessellation scheme, primitives can be placed differently depending on the shape
features to be captured. Finally, the same shape can be represented at different resolutions
(e.g. for efficiency), yielding different representation. Creating a shape representation
imposes to take many design decision which will influence the output. The knowledge
required to make these decisions is part of the expertise that makes the artistic task so
intricate.

6



CHAPTER 1. INTRODUCTION AND MOTIVATIONS

1.2.3 Path in the mesh space
As stated earlier, mesh design is iterative. Each iteration leads from an input mesh M0

(a primitive or non final representation) to an output mesh M1 (improved representation).
Each of these endpoints is represented as a point in the mesh space. Both are connected
by a path representing the sequence of edits made by the artist. Denning et al. (2015)
presented a technique for summarizing and visualizing such paths for educational purposes.

Given identical sets of endpoints, different artists will create different mesh paths
connecting them. Here again, the artist will use their knowledge and the tools offered to
them for performing the edits. The high number of possibilities once again requires some
expertise to find the best editing path, which contributes to the difficulty of the mesh
creation task.

1.3 The case of animation
The previous section explained the difficulties raised by static 3D shape creation. This

section explores the challenges of animation creation.
Animations are based on static shapes: The evolution of the intrinsic parameters of

the shape representations through time creates the animation. Therefore, creating an
animation always starts with creating at least one static shape, following the process
described above.

The previous section relied on the 3D data quantity and ambiguity for explaining
the complexity of 3D shape creation. Animated content possesses an extra dimension
compared to static 3D content. The challenges of animation creation are therefore a
superset of the ones described above.

Two animation design paradigms exist: frame-based parameters interpolation, and
simulation. The remaining of this section details the challenges posed by these two
alternative setups.

1.3.1 Frame-based parameter interpolation
In this setup, the artist specifies the values of some model parameters at specific time

steps called key-frames. These values are interpolated over time using various schemes:
nearest neighbor value, linear or cubic interpolation for example.

Frame-based parameter interpolation offers two main advantages: A high degree of
control over the animation; And fast computations (parameter interpolation is direct and
generally allows for interactive display).

The parameters set by the artist are often not directly those of the visual model (such
as vertices positions). Instead, deformation tools based on bounding boxes, proxy geometry,
skeletons, or cages allow to set visual parameters on simplified model and to automatically
transfer the resulting deformations to the whole mesh. More sophisticated deformations
are also possible, such as ad-hoc procedural scripts.

The function associating input parameters to the actual deformed shape is called the
rigging. The space of the rigging input parameters has been conveniently called rig space
by Hahn et al. (2012). The rig-space is a reduced base for deformations in the mesh space.
For a given mesh, it represents a parametrization of the sub-space surrounding it in the
mesh space.
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Once the 3D shape model has been created and rigged, the artist control their mesh
in the rig space. This makes it easier since it possesses much fewer dimensions. Even
then, values have to be set for each of its degrees of freedom at each key-frame. This still
represents a large amount of data to be created by the artist. The data creation itself
is hard, since it requires the artists to design interpolation curves which will result in a
motion which is hard to anticipate.

Besides, these parameters still represent purely static shapes: limbs positions and
orientations for example. Key-framing fundamentally imposes to set such static parameters
for later interpolating them. This goes against the temporal nature of animation and once
again require lots of knowledge and experience from the artist to create such content.

1.3.2 Simulation
The simulation paradigm relies on a physical interpretation of the mesh data: it is

considered to be the surface of a liquid or of a solid for example. From this physical
interpretation, a motion is derived through the laws of physics: Navier-Stokes or Newton
equations of motion respectively. Such simulations are costly in terms of computations and
therefore in terms of time. On the other hand, they are able to produce realistic results in
terms of both shapes and speeds.

Here, the artist has much fewer degrees of freedom than before: They can only influence
the simulation by setting initial conditions (initial position, shape, and velocity for example)
and physical parameters (such that fluid viscosities or object masses).

The non-linearity of the laws of mechanics makes it impossible to precisely predict the
behavior of a complex mechanical system through a long period of time. Therefore, the
artist has to run lots of simulations, modifying the degrees of freedom incrementally until
converging to the desired result.

1.4 Overview of this thesis
The goal of the work presented here it to propose alternative editing paradigms, specific

methods, or practical solutions to the challenges of creating both static and animated
content. The common denominator of these approaches is their attempt to offer an
editing interface to the shape space rather than focusing on the representation space.
Content is not considered at the vertex level or at the key-frame level. Instead, semantic
segmentations are used for processing object parts as high-level primitives. This enables
the artist to focus on the relationships between object parts (object’s constraints) and their
modeling intent (external constraints) rather than on managing the structure representing
the object.

1.4.1 Contributions
3D modeling This thesis first introduces a framework for decomposing the consistency
of a complex objects along its hierarchical structure. This framework is then used for
presenting the other contributions regarding 3D modeling: A sub-structure deformation
method based on linear blend skinning, allowing to perform sub-structure substitution
in a part-based modeling method; A distributions descriptor interpolation method based
on optimal transport, allowing to create new distributions and distribution gradients
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inside a distribution painting framework; And a grammar-based framework for sculpting
hierarchical objects.

Animation modeling This thesis also introduces the notion of temporality of an ani-
mation, resulting in a temporality-based classification of animations. The novel concept
of preservative structure derives from this classification. Preservative structure editing
emerges as a paradigm for animation modeling, and is illustrated into two different methods:
A waterfall network editing framework based on a novel quantitative waterfall classification
is presented; We finally present a general liquid animation editing framework relying on a
preservative structure called space-time features set, computed from raw input animation
data and allowing to perform direct edits on the animated content.

1.4.2 Publications
The contributions presented in this manuscript have been first introduced in the fol-

lowing papers:

Liu, H., Vimont, U., Wand, M., Cani, M.-P., Hahmann, S., Rohmer, D., and Mitra,
N. J. (2015). Replaceable substructures for efficient part-based modeling. CGF, proc. of
Eurographics

Emilien, A., Vimont, U., Cani, M.-P., Poulin, P., and Benes, B. (2015). Worldbrush:
Interactive example-based synthesis of procedural virtual worlds. ACM TOG, proc. of
SIGGRAPH

Vimont, U., Rohmer, D., and Cani, M.-P. (2016). Deformation grammars: Hierarchi-
cal constraint preservation under deformation. To appear in Computer Graphics Forum

Emilien, A., Poulin, P., Cani, M.-P., and Vimont, U. (2014). Interactive procedural
modelling of coherent waterfall scenes. Computer Graphics Forum

Manteau, P.-L., Vimont, U., Rohmer, D., Cani, M.-P., and Wojtan, C. (2016). Space-time
sculpting of liquid animation. To appear in ACM TOG (proceedings of Motion In Games)

Most of this work was done in collaboration with other researchers, to whom I express
my gratitude. In parallel of this thesis, I also collaborated with Sylvain Meylan on DNA
model generation. This work will not be discussed here; It was published in the following
paper:

Meylan, S., Vimont, U., Incerti, S., Clairand, I., and Villagrasa, C. (2016). Geant4-
dna simulations using complex dna geometries generated by the dnafabric tool. Computer
Physics Communications
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1.4.3 Outline
The remainder of this manuscript is organized into four chapters.
Chapter 2 gives an overview of the state of the art in static and animated shape

modeling.
Chapter 3 presents the notions of complex object and consistency as a general framework

for semantic model generation and deformation. It then details three methods allowing to
design static shapes in innovative ways: a part-based method for designing constrained
shape assemblies, a painting metaphor for creating objects distributions, and a generic
grammar-based framework for sculpting hierarchical objects.

Chapter 4 deals with the modeling of animated content, and more precisely with the
control of liquid animations. It relies on a classification of animations from which follows
the notion of preservative structure. It is used inside a waterfall network editing method,
and a general liquid animation editing framework.

Finally, Chapter 5 concludes this thesis and draws perspectives for future work.

1.4.4 Video
Most results presented in this thesis are best seen in video. I compiled the videos

accompanying the articles corresponding to the contributions presented in this manuscript
in the following web page:

https://team.inria.fr/imagine/article-videos/

Alternatively, this web page can be accessed through the following QR-code:
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2.1. INTRODUCTION

This chapter describes how previous methods have addressed the challenges of
complex object and animation modeling. Object modeling has evolved since the
beginning of Computer Graphics. Recent advances in computers hardwares in the

last two decades have opened new possibilities. Numerous works have addressed the initial
problems and opened new ones.

Since the subject addressed in this thesis is large, the review of previous work will
be focused on recent and/or relevant work. References to more comprehensive literature
reviews are inserted; Please refer to those for a more extensive presentation of the state of
the art on a particular subject.

This chapter is organized as follows: Section 2.1 presents the trends among virtual
content manipulation methods; Section 2.2 describes the object generation literature;
Section 2.3 focuses on object deformation as a creative tool; Section 2.4 deals with object
animation, with an emphasis on fluid animation and control; Section 2.5 concludes this
chapter and draws the directions that this thesis explored.

2.1 Introduction

Control

Consistency

Automatism

Figure 2.1 – The methods presented in this chapter propose a compromise between three
antagonistic aspects of modeling.

Since 3D modeling and animation are hard, numerous methods have attempted to ease
these tasks in various ways.

One way to achieve easy modeling is to build a method in charge of generating the
geometry. Such methods may integrate constraints for creating highly realistic and detailed
models. This the typical case of procedural methods. They fall in the red and/or yellow
part of the diagram represented in Figure 2.1. The problem of such methods is that they
fail to incorporate direct user control (the blue disk of the diagram). Indeed, considering
that such methods attempt to create specifically constrained result aiming at realistic
appearance with low degrees of freedom, user input might be in contradiction with the
method’s structure. The input parameters of the procedural method may be seen as a
specific language in which any user intent must be translated. This problem is further
discussed in Section 2.2 § Procedural modeling.
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Inverse methods are an automation of this translation step. Starting from a user intent,
such methods try and find suitable input parameters for the (forward) procedural method.
These approaches require first a suitable way for the users to formulate their expectations,
and second, a appropriate metric to compare this expectation to the output of the forward
method.

Both forward and inverse methods perform the model creation task without the user
being able to intervene within the actual generation process. In order for the creation
process to actually be creative, metaphor methods aim to let the user participate through
the model synthesis. This participation often relies on user inputs mimicking traditional
media: drawing, painting, sculpting (hence the term "metaphor").

Example-based methods may or may not allow many user expectations to be taken into
account. Their specificity is to settle what "realism" means through instances of objects
considered as realistic. Such objects (i.e. examples) are used by the method for creating
new objects in the same "style", or the same definition of realism.

The following sections use these axes as a method classification regarding generation,
deformation and animation of 3D models. The frontiers between method families might
be fuzzy, as between some inverse procedural and example-based methods. In such cases I
tried to pick the option favoring clarity.

2.2 Static Objects Generation
This section focuses on static generation methods, i.e. methods aiming at creating

3D models without concern on their animation, as opposed to methods presented in
Section 2.4. These methods also differentiate themselves from deformation methods
presented in Section 2.3 as they create a model which is not intended to be re-used as an
input of the method;

Various static object generation paradigms are presented: forward and inverse proce-
dural modeling (Sections 2.2.1 and 2.2.2), sketch-based modeling (Sections 2.2.3), and
example-based modeling (Sections 2.2.4). Each paradigm is illustrated with relevant refer-
ences and analyzed through the scope of its utility from a user perspective. Generation
methods have global strength and weaknesses which are analyzed and commented (in
Section 2.2.5).

2.2.1 Procedural modeling
Procedural generation aims at creating a representation of an object using a mathe-

matical description of the property to represent. In our case, this property is the shape of
the object.

One of the first and most general-purpose procedural generation method was created
by Perlin (1985); It consists in a mathematical function casually called Perlin noise, which
can look either smooth or noisy depending on some parameter value. This function has
been used for representing terrains, clouds, and other virtual world features in the early
ages of Computer Graphics, as explained by Ebert et al. (2002).

A virtual object representation has to satisfy some constraints in order to be understood
and accepted as valid (this point is developed in Section 3.1.2). As a result, more special-
purpose methods have been developed, which better satisfy constraints of the various
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(a) Terrain procedurally gener-
ated by Génevaux et al. (2013)
using hydrological principles.

(b) The method of
Talton et al. (2011)
is used for controlling
a procedural model
(constraint in inset).

(c) The method of Zhou et al.
(2007) is both example-based
(left inset: example data) and
sketch-based (right inset: user
stroke).

Figure 2.2 – Static generation methods can be classified into families: procedural (a), inverse
procedural (b), example-based or sketch-based (c).

objects populating virtual worlds. Some objects have been studied extensively: terrains,
ecosystems, and cities.

This section presents methods grouped by the type of object they generate. Other
references regarding virtual world modeling can be found in the survey of Smelik et al.
(2014).

2.2.1.1 Terrains

Virtual terrains have received a lot of attention in computer graphics research. Here
are presented a sub-set of references relating to terrain generation. A more comprehensive
survey of geological modeling methods has been done by Natali et al. (2013).

In most cases terrain are represented as height fields, as in the work of Prachyabrued
et al. (2007) presenting a method for generating stylized 2D maps. However, height-fields
do not allow to represent natural elements such as caves, overhangs, or arches. Gamito
and Musgrave (2001) offers to solves this issue by introducing horizontal displacements
generating overhangs, while Peytavie et al. (2009a) proposes a layer-based representation
allowing any topological configuration. Besides, particular land features do not fit in
those representations and have to be modeled independently: For example, Peytavie et al.
(2009b) presents a convenient tool for modeling rock piles, and Beardall et al. (2007)
introduces a volumetric weathering model for creating goblins.

A virtual terrain has scales typically ranging from a few meters or less, up to several
kilometers. The ratio of these scales (around 104) combined with the height-fields repre-
sentation makes terrain files too big to handle with standard methods. Geiss (2007) and
Vanek et al. (2011) offers a GPU terrain structure allowing detailed terrain to be generated
in real time. Rusnell et al. (2009) and Génevaux et al. (2015) propose feature-based
terrains representations allowing to overcome scale range issues.

Erosion is one of the key phenomenon of the evolution and the appearance of a terrain.
This phenomenon is not considered by standard fractal-based methods. Kelley et al.
(1988) and Musgrave et al. (1989) first introduced erosion simulation in computer graphics.
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